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Abstract
Software-based fault isolation (SFI) enables in-process isola-
tion through compiler instrumentation of memory accesses,
and is a critical part of WebAssembly (Wasm). We present
two optimizations that improve SFI performance and scal-
ability: Segue uses x86-64 segmentation to reduce the cost
of instrumentation on memory accesses, e.g., it eliminates
44.7% of Wasm’s overhead on a Wasm-compatible subset of
SPEC CPU 2006, and reduces overhead of Wasm-sandboxed
font rendering in Firefox by 75%; ColorGuard leverages mem-
ory tagging (e.g., MPK), to enable up to a 15× increase in
the number of Wasm instances that can run concurrently in
a single address space, improving efficiency for high scale
server-side workloads. We also explore the challenges of de-
ploying these optimizations in three production toolchains:
Wasm2c, WAMR and Wasmtime.

CCS Concepts: • Security and privacy→ Hardware se-
curity implementation; Browser security.
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1 Introduction
Software-based fault isolation (SFI) [101] enforces isolation
using compiler instrumentation in place of traditional hard-
ware protection (e.g., page tables); thus, it avoids many of the
overheads that processes and VMs impose [45, 75], such as
high start-up times and expensive context switches. However,
current SFI techniques impose limitations on performance
and scalability. We introduce Segue and ColorGuard, two
optimizations that mitigate these limitations by uniquely
leveraging modern hardware.
Our optimizations were inspired by challenges faced in

production systems built on WebAssembly (Wasm)—which
critically relies on SFI. In recent years, Wasm has become an
essential part of the software ecosystem: billions use Wasm
daily in the browser [26, 29, 95, 96]; it provides extensibility
in datacenter infrastructure [79], SaaS applications [25], and
databases [91]; it mitigates memory safety vulnerabilities
through libraries sandboxing [35, 72]; and it is a key enabler
for high-scale low-latency edge-compute platforms from
Fastly [78], Cloudflare [57], Akamai [1], etc.
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While Wasm’s success has led to a renaissance in SFI
technology, it has also brought greater attention to its limi-
tations: Efficiency—SFI overheads of 20%–30% or more are
common [55, 93, 111]— this impacts Wasm’s performance
across many classes of systems, and also limits its adoption.
For example, Firefox depends on Wasm to sandbox poten-
tially vulnerable third-party libraries [35, 72], but cannot
sandbox many media-decoding today libraries due to the
user-visible delay it would introduce [28]. Scaling—current
state-of-the-art SFI techniques waste large amounts of vir-
tual address space, limiting the number of concurrent Wasm
instances per-process [74]. Edge computing platforms are
already hitting Wasm’s scaling limits [77]— forcing them to
rely on multi-process architectures that sacrifice throughput
and latency, and increase software complexity (§2). Such
scaling limitations only become more acute as application
complexity increases [100]. Segue and ColorGuard address
these limitations in the following way.

With Segue (§3.1), we note that SFI uses a base-and-bounds
model of memory protection [62], similar to segmentedmem-
ory systems. By leveraging the vestiges of segmentation
support in the x86-64 ISA [50] (§3.1), we eliminate the cost
of adding the “base”, i.e., selecting the protection domain
to access— by substituting segment-relative-addressing in
place of the standard address computation used by SFI. This
small change significantly reduces SFI overhead, cutting the
number of instructions required for sandboxing memory
operations in half, and also reduces register pressure. As a
result, Wasm’s overhead vs. native execution is reduced by
44.7% on SPEC CPU 2006, as well as 75% and 68% for sand-
boxing font rendering and XML parsing in Firefox (§6.1).
With ColorGuard (§3.2), we note that production Wasm

implementations rely on large regions of mostly unused ad-
dress space to catch out-of-bound memory accesses. While
this avoids adding expensive bounds checks to every mem-
ory access, it also wastes most of the virtual address space.
We can pack additional Wasm instances into this wasted
space, while still maintaining isolation, by using memory
tagging [2, 7, 8, 50] (e.g. Intel MPK), to assign each instance
its own unique tag (color). This increases the number of con-
current Wasm instances a process can support by up to 15×,
from the current limit of 16K instances to 256K instances. In
comparison to using multiple processes for scaling, we found
ColorGuard improves throughput by up to ≈ 29% in bench-
marks that simulate FaaS edge platform workloads (§6.4).
We have upstreamed our optimizations into three indus-

try supported Wasm toolchains: Wasm2c (Google), WAMR
(Intel), Wasmtime (Fastly).

To the best of our knowledge, Segue is the first applica-
tion of x86-64 segmentation in a production SFI tool, and
ColorGuard is among the first production applications of
MPK. Notably, unlike prior systems where scaling is limited
by MPK [10, 45, 59, 82, 98, 99], ColorGuard illustrates how
MPK can improve scaling.

While deploying these changes, we encountered a vari-
ety of challenges. For example, even after our ColorGuard
code was upstreamed (code reviewed, fuzzed, etc.), we still
weren’t confident in its correctness. Specifically, ColorGuard
modifies the address space layout in Wasmtime, which repre-
sents an explicit contract between the runtime and compiler.
If this is incorrect, it can break isolation. Such bugs are the
most common source of CVE’s in Wasmtime [22, 23, 30,
44, 81]. Consequently, we formally verified our implementa-
tion (§5.2), revealing a bug, and several missing safety checks,
for which fixes are being upstreamed.
We discuss how SFI is implemented in Wasm, and its

performance and scaling limitations in §2. We explore how
Segue and ColorGuard address these limitations (§3), and the
challenges we encountered deploying these optimizations in
real toolchains (§4 and §5).We then evaluate the performance
improvements Segue and ColorGuard offer in three Wasm
toolchains, and in an x86-64 SFI implementation based on
LFI [109] (§6). Next, we then explore how ColorGuard can be
implemented with memory tagging technologies (MTE [7],
POE [40]) on ARMv9 (§7). Finally, we survey other work on
SFI performance and scaling (§8).

2 Background and Motivation
Software-based Fault Isolation (SFI) [101] works by interpos-
ing on all memory accesses using compiler instrumentation.
Using this mechanism, it virtualizes a process’ address space
into multiple isolated sandboxes. Because SFI eschews tra-
ditional hardware protection, it can offer unique properties
that existing hardware-based isolation cannot.

These unique properties are core towhatmakesWasm [43]—
a platform-independent byte code that uses SFI for memory
virtualization— compelling. For example, Wasm can rapidly
switch between sandboxes at user-level— supporting IPC
and context-switches that are as fast as function calls [60]; it
can also create new sandboxes in microseconds (e.g. 5 µs in
Wasmtime [31]) — orders of magnitude faster than creating
processes or VMs [33, 45, 67, 75, 90]. These unique capabili-
ties enable many novel use cases [1, 25, 26, 29, 35, 57, 72, 78,
79, 91, 95, 96] that would not be possible without SFI.

Unfortunately, SFI is often also Wasm’s Achilles’ heel.
Memory access is on the critical path of many applications,
and the added overheads of SFI instrumentation (often 20%–
30% or more [55, 93, 111]), at best limit performance, and at
worst render Wasm unusable. As mentioned, Wasm’s over-
head limits which libraries Firefox can sandbox [28], and
there are doubtless many other applications where Wasm’s
many benefits are not outweighed by the performance tax
it imposes vs native execution. To explore this, we start by
reviewing how SFI is implemented in Wasm.

How SFI works inWasm. SFI divides process address space
into separate memory regions. Separation is enforced by an
SFI compiler that modifies memory operations (load/store)
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1 typedef struct {
2 u64 dummy; // offset: 0x0
3 u32 arr[5]; // offset: 0x8
4 } foo;

5 Pattern 1: Int to ptr, then deref

6 // 64-bit int to be converted
7 u64 val = ...;
8 // convert to pointer and deref
9 u64 a = *(u64*)val;

10 Pattern 2: Read arr elem in struct
11 foo* obj = ...; // struct with arr
12 u32 idx = ...; // index to read
13
14 u32 b = obj->arr[idx];

(a) Example code snippet
.

1 ; SFI performs mem ops as
2 ; heap_base + 32-bit offset
3 ; heap_base=>rax, val=>rbx
4 ; obj=>rcx, idx=>rdx

5 Pattern 1
6 ; val = (u32)val;
7 mov ebx, ebx
8 ; Load (heap_base + val)
9 mov r10, [rax + rbx]

10 Pattern 2
11 ; tmp = (u32)&(obj->arr[idx])
12 lea edi, [ecx + edx*4 + 0x8]
13 ; Load (heap_base + tmp)
14 mov r11, [rax + rdi]

(b) SFI compilation
.

1 ; SFI performs mem ops as
2 ; heap_base + 32-bit offset
3 ; heap_base=>gs, val=>rbx
4 ; obj=>rcx, idx=>rdx

5 Pattern 1
6
7 ; Load (heap_base + (u32)val)
8 ; in a single instruction
9 mov r10, gs:[ebx]

10 Pattern 2
11 ; Load (heap_base +
12 ; (u32)&(obj->arr[idx]))
13 ; in a single instruction
14 mov r11, gs:[ecx + edx*4 + 0x8]

(c) SFI compilation with Segue
.

Figure 1. Segue in Practice: This illustrates how two code patterns compile more efficiently with Segue: an integer-to-pointer
conversion followed by a dereference, and reading an array element inside a struct. All pointer accesses are converted to the form
“linear memory base (i.e., heap base) + a 32-bit offset” for sandboxing. Without Segue, each pattern takes two instructions, and uses
rax to store the heap base. With Segue each pattern takes one instruction, frees up rax and an operand slot. Note that in x86, any
64-bit register (e.g., rbx) is truncated to 32-bits, if an instruction uses its 32-bit variant (e.g., ebx) as an operand.

to ensure accesses fall within the region dedicated to the
appropriate sandbox, and traps accesses outside that region.

Conceptually, an SFI compiler views the operand of each
memory operation as an offset into a region, and enforces iso-
lation in two steps: (a) it adds the starting address of current
region to the offset (b) it adds a bounds check to ensure the
operand is still in the appropriate region. In practice, bounds
checks are often too expensive [69, 111] 1. Thus, produc-
tion Wasm engines instead enforce bounds implicitly using
virtual memory, and fall back to bounds checks only when
needed (in embedded domains without virtual memory, or
32-bit address spaces where virtual address space is limited).
To do this, Wasm engines allocate 4GB for each memory

region (linear memory in Wasm terminology), followed by
4GB of unmappedmemory (a guard region), for a total of 8GB
per-sandbox. Wasm defines load/store instructions as taking
two 32-bit unsigned operands. Thus, when a Wasm compiler
generates code it adds these operands, resulting in a 33-bit
address. It then takes this address and adds it to a 64-bit base
address (the starting address of a sandbox’s memory). The
result of this addition then is used to perform the load or store.
Consequently, addresses are always within 33 bits (8GB) of
the start of linear memory by construction, and all memory
accesses either hits linear memory (first 4GB), or the guard
region (second 4GB) which traps. Some Wasm compilers like
Wasmtime additionally implement optimizations to reduce
guard regions from 4GB to 2GB (See §5).
Scaling inWasm. FaaS edge computing platforms [1, 27, 57,
78] spin up new Wasm instances in microseconds [31], on
1Historically, bounds were also enforced with masking [101]. However, this
causes out-of-bounds loads/stores to wrap around. This results in memory
corruption, rather than a deterministic traps as Wasm requires.

every network request. Similar to other web services [85, 92],
these requests often wait on IO from caches, microservices,
etc. resulting in lots of outstanding concurrent requests.
Unfortunately, as each instance consumes 8GB (233) of

address space, a server process can handle only a limited
number of concurrent requests before address space is ex-
hausted. Concretely, x86-64 CPUs provide a 48-bit address
space2, with only 47 bits available in user space [50] which
means we can run at most 16K (247/233) Wasm instances
per-address space. By the standards of modern web ser-
vices [20, 92], 16K concurrent requests is not much, and edge
providers have been hitting this limit for years [71, 77]. In-
terestingly, most of the 8GB allocated per-instances is never
used—Wasm instances in FaaS settings rarely exceed a few
hundred megabytes [27] leaving the 4GB linear memory
largely unused, while the 4GB guard region is also dead space.
As noted, Wasmtime’s optimizations to reduce the guard re-
gions to 2GB marginally increase this limit to roughly 21K,
but still leaves a lot of unused space.

To address this concurrency limit, FaaS vendors resort to
spinning up more processes to improve scaling and avoid
under-utilizing CPUs. However, this introduces several prob-
lems. First, going multi-process adds context-switch over-
heads and scheduling delays, increases cache contention, and
introduces load imbalances— all of which hurt performance.
Next, FaaS applications don’t always consist of a single func-
tion, and when functions communicate across processes, it is
1000× to 10000× slower [45, 60]. Finally, going multi-process
adds complexity, making it harder for platform developers
to build new features and diagnose performance issues [27].
2A small fraction of CPUs support 52/57-bit address spaces, however, using
this expanded address space presents additional challenges (§8).
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Growing hardware capacity, greater serverless adoption, and
changes to Wasm that increase the number of memories
per-application [100] will only exacerbate these challenges.

3 Segue and ColorGuard
We present Segue and ColorGuard, two optimizations for
SFI performance and scalability, respectively.

3.1 Reducing SFI overhead with Segue
Segue leverages the vestiges of segmentation in the x86-
64 ISA to reduce SFI overhead for memory operations. By
way of context, segmentation is deeply embedded in the
x86-32 memory model [21], and was a key enabler for both
academic [34] and production [110] SFI systems in the past.
However, popular OSes made little use of segmentation,

leading AMD to remove most support when they introduced
x86-64. x86-64 retains just two segment registers— %fs and
%gs, with minimal functionality. In particular, segment limit
checks were eliminated. As segments could no longer en-
force limit/bounds checks on memory operations, they were
replaced by other mechanisms and were no longer perceived
to be useful for SFI [24, 86]. With Segue, we show that the
vestiges of segmentation in x86-64 are still quite useful.

Segue optimizes SFI memory access, by storing the base
address of the current memory region being accessed in a
segment register, then using segment-relative addressing for
memory operations. Figure 1a, illustrates this in two com-
mon patterns for accessing memory: an integer-to-pointer
conversion followed by a dereference, and an access of an
array in a struct. Figure 1b shows the (simplified) assembly
code that current Wasm/SFI tools generate for this code, and
Figure 1c shows the same code compiled using Segue.

Without Segue, each memory access requires computing
the heap-base (stored in register %rax) plus a 32-bit offset
to ensure isolation (the SFI address space is assumed to be
4GB). With Segue, the heap base is stored in the %gs regis-
ter, and is used directly in the mov, with segment relative
addressing. Additionally, without Segue, we see that each
code pattern compiles to two instructions; but, with Segue,
compiles to one instruction. These changes allow Segue to
improve performance because it:
Frees an operand slot in mov instructions—x86 supports

a variety of memory addressing modes that take several
operands, to support complex address calculations. Usually,
SFI/Wasm compilers must reserve one of these operand slots
for a linear memory base address, as shown in lines 9 and
14 in Figure 1b (the base address is stored in register %rax).
Thus, the compiler cannot use this operand slot for other
inline addition. However, since segment relative addressing
does this addition as part of the load, Segue frees this operand
slot for the compiler to use, as shown on line 14 in Figure 1c.

8GB

Sandbox 1

Guard Region 1

Sandbox 2

Guard Region 2

Colorguard

Sandbox 1
Sandbox 2
Sandbox 3
Sandbox 4
Sandbox 5
Sandbox 6
Sandbox 7
Sandbox 8
Sandbox 9

...
Sandbox n

GuardPage-
Based SFI

Color

1
2

8
1

n%8
Guard Region

Figure 2. Scaling with ColorGuard: an example of packing
8× more sandboxes as traditional guard-region based SFI, into
a 8GB region using 1GB sandboxes. Each sandbox in the 8GB is
assigned its own unique MPK color (tag). Colors are allocated
(striped) across memory to ensure identically colored sandboxes
are always 8GB away from each other.

Reduces instructions by allowing mixed-mode arithmetic—
SFI/Wasm compilers calculate machine addresses using 64-
bit arithmetic even though indexes into linear memory are
32-bits. This is because adding a 64-bit base address to the
32-bit offset is not permitted in a single instruction in x86.
However, with Segue, such mixed-mode arithmetic is possi-
ble by using the address-size override prefix. As shown on
line 14 in Figure 1c, this allows SFI compilers to replace two
instructions with one.

Frees up a general-purpose register As discussed, Segue also
frees up a general-purpose register (GPR). We see that %rax
is used for the linear memory base address before Segue
(Figure 1b), and %gs being used after (Figure 1c). This frees
up %rax for other computations.
Other considerations. For practical deployment, a few de-
tails bear consideration. To start, OSes dedicate one segment
register to thread-local storage (TLS) (e.g., %fs on Linux);
thus, one segment register is free for other uses [58]. Next,
while all x86-64 CPUs support Segue, CPUs since IvyBridge
(2011) offer userspace instructions to modify segment regis-
ters (wrfsbase, etc.) in lieu of expensive system calls; this is
important for fast context switches. Finally, segments will
remain a stable part of x86-64 [49]; as removing/modifying
them would break all existing x86-64 binaries that use TLS.
While often a significant performance win, Segue also

has some costs. Using the segment prefix and the address-
size override prefix slightly increases the length of mem-
ory instructions. Also, there is a runtime cost to setting the
%gs register to the heap base of a new region when context
switching into a Wasm instance— although this is quickly
amortized. In §4, we touch on other practical considerations
when deploying Segue in production toolchains, and show
how the benefits of Segue far outweigh these costs in §6.
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3.2 Improving Scalability with ColorGuard
ColorGuard increases Wasm scalability, i.e., the number of
instances that can run concurrently in each process address
space by up to 15×, based on two observations: (1) As dis-
cussed (§2), a Wasm instance’s 8GB allocation (4GB address
space + 4GB guard region), is mostly unused space. By def-
inition, the guard region is unmapped memory, and many
Wasm FaaS workloads rarely exceed more than a few hun-
dred MB [27], (2) We can safely repurpose the unused space
for (smaller) linear memories, if other executing Wasm in-
stances cannot access this repurposed space.

To do this, we leverageMemory Protection Keys (MPK)3 [2,
50], a feature that allows applications to control access to
memory via. keys— to enforce the constraint that memory
not used by the currently running sandbox is inaccessible.
The key (also called the color) is a 4-bit value that is stored in
page table entries (PTEs). Once an application has assigned
colors to pages via system calls (i.e., pkey_mprotect()),
it specifies which color the current thread can access in
userspace in the pkru register. As pkru updates are fast (≈ 40
cycles (§6)), a thread can rapidly change accessible colors.

Using this mechanism, ColorGuard stripes memory so that
sandboxes within an 8GB range have different colors, and
sets the pkru register so the current thread can access only
the color of the active sandbox. Other process memory, such
as memory being used by a Wasm runtime, is completely
unchanged and assigned the default MPK color (0).
Figure 2 contrasts the ColorGuard striping pattern with

traditional guard regions for sandboxeswith 1GB linearmem-
ories and 7GB guard regions. Here, we see that ColorGuard
requires every sandbox that occupies memory in the 8GB
following a given sandbox to use a different color for its lin-
ear memory. Specifically, MPK colors stripe the 7GB region
following the end of sandbox 1—offering an 8× increase in
sandbox density. In our example, any out-of-bounds memory
access from sandbox 1 would trap as it would hit a region
with a different color. We could further increase density to
15×, by using all of MPK’s colors and creating smaller sand-
boxes, i.e., for sandboxes of 8𝐺𝐵/15 ≈ 550𝑀𝐵— though in
practice we find real allocators impose additional constraints
(§5.1), that allow still smaller ≈ 400MB sandboxes (§6.4).

This striping pattern scales up to any number of sandbox
chains— sandboxes that are placed in adjacent memory re-
gions. We only need guard regions in a sandbox chain in
two instances: (1) after the final sandbox to ensure the last
sandbox in the chain is protected, and (2) if 15 consecutive
sandboxes use less than 8 GB combined, we’ll need a guard
region before using the first color again. A Wasm runtime
could also potentially chain sandboxes of different sizes to
efficiently use colors and possibly eliminate the second case.

3MPK appeared in Skylake (2017) and Comet Lake (2019) in Intel server and
client CPUs respectively, and in EPYC Milan (2021) in AMD CPUs. ARMv9
offers this functionality with its permission overlay extension (POE) [9, 40].

Finally, we note that prior sandboxing systems that rely on
MPK exclusively for isolation have faced security challenges
such as controlling access to potentially unsafe instructions
or system calls that could bypass MPK [19, 82, 99]. However,
such issues are not relevant to Wasm, as Wasm compilers,
by definition, control which instructions are emitted and
Wasm runtimes don’t allow direct access to system calls;
rather Wasm code can only call higher level interfaces such
as WASI [103], that don’t invoke these unsafe system calls.
Additionally, MPK prevents speculative access to pages with
non-permitted colors [50, 53] and thus offers similar guaran-
tees to guard regions.
In the next two sections, we discuss implementing and up-
streaming Segue and ColorGuard in SFI toolchains.

4 Implementing Segue
Wediscuss our experience developing and upstreaming Segue
in two production Wasm toolchains (Wasm2c, WAMR), and
in one research SFI system (LFI [109]), and explore the prac-
tical challenges we encountered.

4.1 Implementing Segue in Wasm2c
Wasm2c [94] is a transpiler that transformsWasm to a limited
subset of C, offering the benefits of Wasm isolation in a form
that is easy to compile and link with existing tools. Wasm2c
is part of the Wasm binary toolkit (Wabt), a widely used set
of Wasm tools maintained by Google, and is used by Firefox
to mitigate memory safety vulnerabilities by sandboxing
third-party C libraries [46, 72].
We modified Wasm2c so that accesses to Wasm linear

memory are performed through a segment register. For this,
we used a GNU-extension called named address spaces [37]
that allows pointers in C to indicate that they belong to a
particular segment.We then augmented theWasm2c runtime
to execute instructions that set the segment base on x86 using
compiler intrinsics. Finally, we compiled the emitted C code
and Wasm2c runtime with Clang to produce our binary.

Our initial implementation was pleasantly simple. It works
directly with the C compilation pipeline which allows C
compilers to fully take advantage of all of the benefits of
Segue (§3.1) — the extra register, the extra addressing operand,
and the inline truncation—with no extra effort, and thus
allowed us to evaluate the performance benefits of Segue
(§6.1). As we discuss in §4.2, such complete integration is far
more involved in other toolchains.
Bringing Wasm2c to production. Turning our prototype
into production ready code required two changes. First, to
make Segue work cross-platform required adapting it to a
variety of different OSes and C compilers. We also needed to
test for the presence of x86-64 segmentation and gracefully
fall back if not available.

Next, we needed to add support for switching the segment
register (linear memory base address) at the appropriate
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time—Wasm2c supports multiple modules, and each may
have more than one memory— a Wasm feature called multi-
memories [5]. To enable this, we choose a simple design that
avoids the need forWasm2c developers to worry about track-
ing and resetting this register, which is error prone and could
compromise isolation. Instead, we modified the Wasm2c run-
time to set the segment base on function entry when called
from outside of the current Wasm module, i.e., when enter-
ing the module; while functions called from within the same
module use an alternate code path that elides the setting
of this register. This approach thus minimizes redundant
register assignments, while maintaining simplicity.
Segue has been upstreamed into Wasm2c, which will be

used to enable Segue inWasm-based library sandboxing used
by production Firefox [72]. Firefox adds another level com-
plexity as it is run both on new CPUs as well as older CPUs
that do not support the FSGSBASE extension (user level
access to %FS/%GS). Thus, we must gracefully fall back to set-
ting these registers using system calls (e.g. arch_prctl()),
and carefully account for the added overhead this entails.

As we describe next, integrating Segue into more complex
toolchains like WAMR is more involved.

4.2 Implementing Segue in WAMR
WAMR [48] is a standalone WebAssembly compiler and run-
time that supports ahead-of-time (AOT) and JIT compilation,
developed by Intel. Unlike Wasm2c, it uses the LLVM com-
piler backend— converting Wasm to LLVM IR, and relying
on LLVM to convert this to native instructions. WAMR sup-
ports a wide range of platforms including embedded devices
and trusted execution environments (e.g., Intel SGX).
WAMR has shipped a (limited version of) Segue for over

a year [51]. Initially, supporting Segue in WAMR seemed
straightforward. We modified WAMR [6] to set the segment
register and to emit memory access instructions using seg-
ments. Unfortunately, implementing the full (and simple)
design from §3 revealed several challenges.

First, WAMR cannot easily make use of the extra operand
slot discussed in §3.1. This would require substantial modifi-
cations to WAMR’s code generation and optimization passes
that would only benefit Segue users. Thus, the WAMR team
opted to adopt a more limited form of Segue that only uses
segment-based memory access to free a register (and lever-
ages Segue’s fast heap base addition). In practice, this means
that WAMR does not always reduce the number of instruc-
tions emitted, like Wasm2c (Figure 1b). However, freeing up
of a register and Segue’s more efficient instruction encoding
still lead to real world performance improvements.
Indeed, in our initial tests of Segue with WAMR’s bench-

mark suite (discussed in Section 6.2), we saw performance
improvements in most cases. However, we also saw some
performance regressions in a few benchmarks: the sieve
benchmark (prime number computation) and memmove (mov-
ing data between two buffers) from the Sightglass suite [15].

These regressions are not fundamental to Segue: WAMR
includes a number of Wasm-specific vectorization passes
(e.g., such as converting long load sequences, loops, etc. to
SIMD instructions [52]) that make assumptions about the
generated code. Still, changing these optimization passes to
make them Segue-aware is not trivial; the straightforward
approach would make them less platform-neutral, hindering
WAMR’s ability to support the many instruction sets it does
today. We thus only expose Segue behind a flag that the user
can selectively enable; in practice, this also allows users to
selectively tune the optimization to their workload (e.g., by
enabling Segue selectively on loads-only or stores-only) and,
indeed, we were able to address the regressions in-turn.

4.3 Segue in LFI
To explore the implications of Segue in a state-of-the-art SFI
system that is not Wasm, we implemented Segue in LFI [109].
LFI was originally developed for ARM64, and works by
rewriting assembly code to insert SFI instrumentation. We
implemented an x86-64 backend for LFI (with and without
Segue) in 700 lines of code, using isolation techniques from
NaCl [86] for sandboxing loads, stores, and jumps.

While our implementation was mostly straightforward, a
key difference between Segue with Wasm vs. LFI is that we
still need to reserve a GPR for the region base address— but
not for isolating memory operations, rather for control-flow.
LFI (like Wasm) relies on an entirely different scheme

for control-flow isolation than Wasm. Unlike Wasm, LFI re-
stricts code to the 4GB sandbox region and thus both forward
(indirect jumps) and backward edge control-flow (return in-
structions) have to be bounded to this region. Unfortunately,
we cannot use the x86-64 segment registers (%fs/%gs) on
control-flow targets; rather we fall back to SFI’s default ap-
proach—using explicit instructions to add the region base
(stored in a GPR) to the return address restricted to 32 bits.
Finally, due to the large number of control-flow instructions
in a typical binary, spilling/reloading this GPR is not viable.

5 Implementing ColorGuard
We implemented and upstreamed ColorGuard in Wasmtime,
an open source Wasm runtime developed by multiple indus-
try contributors, used in SaaS, serverless, and edge comput-
ing settings by Fastly, Microsoft Azure, Shopify, and oth-
ers [31, 78]. Because it is designed to support demanding
server-side workloads, Wasmtime is far more sophisticated
than other Wasm runtimes. Also, Wasmtime is tightly in-
tegrated with a custom compiler backend, Cranelift. Thus,
unlike the other SFI toolchains we evaluated, the Wasm-
time/Cranelift developers own every step of compilation.
This added complexity, and the scope of Wasmtime’s produc-
tion use required additional rigor in testing and deploying
our changes, including formally verifying the correctness of
our implementation (§5.2).
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Num Wasmtime invariant Goal

1 total_slot_bytes == pre_slot_guard_bytes +
slot_bytes * num_slots + post_slot_guard_bytes

Ensure there are no memory leaks by checking that piecemeal allocating
slots amount to the total allocation.

2 slot_bytes >= max_memory_bytes Each slot must be large enough for the Wasm memory to grow into.
3 is_page_aligned(slot_bytes, max_memory_bytes,

pre_slot_guard_bytes, post_slot_guard_bytes,
total_slot_bytes)

Enforce alignment on page-related parameters especially since even
minor divergence could can break memory isolation.

4 num_stripes <= num_pkeys_available &&
num_stripes <= num_slots && num_stripes >= 1

Ensure that we use at most many stripes (and slots) as MPK supports.

5 num_stripes <=
(guard_bytes/max_memory_bytes) + 2

Ensure minimum number of stripes (and thus protection keys). If the next
MPK-protected slot is bigger or the same as the required guard region,
we only need two stripes; otherwise if the next slot is smaller than the
guard region, we need enough stripes to add up to at least that guard
region size.

6 bytes_to_next_stripe_slot >=
expected_slot_bytes.max(max_memory_bytes)
+ guard_bytes
slot_bytes + post_slot_guard_bytes >=
expected_slot_bytes

Ensure that using stripes to scale the number of sandboxes doesn’t intro-
duce vulnerabilities like out-of-bounds access. To this end, we (1) may
have reduced the slot size from expected_slot_bytes to slot_bytes
assuming MPK striping; and, (2) enforce that the last slot doesn’t rely on
MPK for striping.

7 expected_slot_bytes mod WASM_PAGESIZE == 0 [Missing] Slots must be a multiple of Wasm’s page size (64KB).
8 max_memory_bytes mod WASM_PAGESIZE == 0 [Missing] Max memory must be a multiple of Wasm’s page size (64KB).
9 expected_slot_bytes <= total_memory_bytes

guard_bytes mod OS_PAGESIZE == 0
[Missing] If pre-guardpages are used, it must be a multiple of OS page
size (4KB).

10 expected_slot_bytes <= total_memory_bytes [Missing] Total slots size should fit into usable memory.

Table 1. ColorGuard safety invariants in Wasmtime.: Invariants 1-6 show initial checks upstreamed by the Wasmtime team.
Invariants 7-10 shows missing checks that our verification effort revealed that could permit invalid/unsafe configurations.

5.1 Implementing ColorGuard in Wasmtime
As discussed in §3.2, implementing ColorGuard consists of
three steps: (1) obtaining MPK colors at startup; (2) striping
(coloring) memory in Wasmtime’s allocator; (3) changing
colors during transitions into or out of a sandbox. Next, we
describe each step, then discuss other deployment challenges.

Obtaining protection keys.MPK allows a user level pro-
gram, i.e, Wasmtime, to enforce page permissions using up to
15 keys/colors. To use these, Wasmtime uses the system call
pkey_mprotect() to assign a color to pages and configures
the pkru register to specify which colors (and thus pages)
can be accessed by the current thread. As some platforms
may not support MPK, we modified Wasmtime to check for
its availability. We also added a user configurable parameter
to specify how many keys are available, in case Wasmtime
is used in an application that uses some keys for other pur-
poses. Wasmtime could also dynamically infer the free key
count via error codes from the pkey_alloc() syscall.

StripingMemory inWasmtime’s Allocator.We extended
Wasmtime’s pooling allocator to support ColorGuard. The
allocator pre-allocates a large slab of memory (the pool) at
application startup using mmap()—and then splits it into
slots, delineated by guard regions, that will be used as linear
memories. When a Wasm instance finishes execution, the
allocator zeroes the memory in the slot with the madvise()
syscall, so that it can reuse this slot for a newWasm instance.

Unlike our earlier description of address spaces and guard
regions, the allocator does not exclusively support a 4GB
address space + 4GB guard region memory layout; instead,
its layout is configurable. Both the address space size, guard
region size, and their layout can change to support different
bounds checking mechanisms (guard regions vs. bounds
checks, or even a mix of the two), and memory organizations.

We mention this for two reasons. First, the details of mem-
ory layout are used to construct an explicit contract between
the allocator and compiler. If this contract is not maintained,
it will break isolation. Thus, when modifying the allocator to
support ColorGuard, these details are important for correct-
ness; we discuss this further in the next section on formally
verifying our changes. Second, this added sophistication ex-
ists largely due to Wasmtime’s requirements for scalability.
For example, the allocator, by default, does not employ

the standard Wasm configuration of a 4GB address space
followed by 4GB guard regions. Instead, it pads each Wasm
instance with 2GB of pre-guard region and 2GB of post-guard
region before and after the sandbox memory respectively.
This modified scheme allows two Wasm instances in ad-
jacent slots, A and B, to share 2GB of guard region— the
post-guard region of the Wasm instance A can serve as the
pre-guard region of Wasm instance B. Thus, instead of 8GB
per-instance, only 6GB per instance is required, allowing
roughly 20K instances per process, vs. the usual 16K.
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This alternate memory layout is supported by modifica-
tions to how Cranelift generates code to access linear mem-
ory (§3.1). To wit — for sandboxes with a maximum memory
limit less than 2GB, Cranelift implements linear memory
base addition using a signed (rather than the normal un-
signed) offset; thus any offset beyond 2GB would trap in the
pre-guard region, as it is interpreted as a negative index.
To further complicate things, Wasmtime also supports

guard regions of arbitrarily small sizes; in this scenario the
compiler (Cranelift) employs explicit bounds checks except
when it can statically prove that these limited guard regions
are sufficient for safety.

The memory pool has to calculate its slot layout account-
ing for all of this. To facilitate this, it accepts as parameters:
the number of slots, the maximum memory size, the size of
the guard regions, and whether pre-guard regions should be
included. Using this, it computes the memory layout, and
returns a layout data structure describing how the pool slab
will be divided up— it supplies this as a contract to the com-
piler (Cranelift), so it can generate code appropriately.

To support ColorGuard, we extended this layout computa-
tion to support striped memory. One part of this is determin-
ing how many colors we will need to stripe memory, i.e., to
create a repeating cycle of unique colors. In the simple case,
this is just the size of our guard regions (e.g. pre-guard +
post-guard), divided by our slot size (this tells us how many
linear memories can fit into the space used by our guard
regions), plus one additional color for the slot those regions
protect. For example, if we have 4GB of guard regions, and
our slots are 2GB each, we need (4/2) + 1 = 3 colors.
However, the calculation must also handle the scenario

where there are not enough keys available to create the
stripes; here, we need to modify the calculations to use a
combination of stripes and guard regions tomaintain the con-
tract with the JIT compiler. After this layout is calculated, in
addition to providing it to the compiler, the allocator protects
each stripe with pkey_mprotect(); as well as the appropri-
ate guard regions with mprotect(...,PROT_NONE).

Changing protection keys on context switch. Finally, we
instrumented Wasmtime to set the accessible MPK stripe on
each transition into and out of a Wasm instance. Aside from
the fact that Wasmtime specializes transitions for a variety
of contexts— sync vs. async transitions, function calls vs.
jumps, etc. — this is mostly straightforward. We enable only
the key for the current stripe during the transition in; and we
disable this restriction when the Wasm instance calls back
into the host runtime, for example, to invoke a system call
via WASI [103] (Wasm’s interface for system operations).

Other deployment considerations. Deploying MPK in
Wasmtime involved dealing with several practical concerns.
First, GitHub’s infrastructure does not currently guarantee

MPK support, which is a challenge for fuzzing and integra-
tion testing.While QEMU can be used to address this, it is yet-
another-thing that needs to be understood andmaintained by
Wasmtime developers. Next, as each MPK-protected stripe
creates a new virtual memory allocation (VMA) in the Linux
kernel, the default kernel limit of 65K (vm.max_map_count)
must be increased to fully utilize ColorGuard. Finally, MPK
is rather esoteric for most Wasmtime users, thus, both docu-
mentation and detailed working examples were upstreamed
to make this feature accessible.

5.2 Verifying ColorGuard
ColorGuard’s implementationmodifies one of themost security-
critical parts of Wasmtime: the memory allocator. Bugs here
are the most common source of CVEs in Wasmtime [22, 23,
30, 44, 81, 104]— because these bugs often break isolation.
To avoid such bugs, the Wasmtime team specified a set

of invariants this new code should enforce when integrated
with the existing memory pool allocator. Table 1 (Invariants
1-6) shows the invariants specified by the Wasmtime team,
who implemented these as property tests that they then (tried
to) check using their fuzzing infrastructure. While fuzzing
did not reveal anything, the team was still concerned about
bugs, which lead us to reach for formal verification.
Specifically, we translated the invariants to logical for-

mulas that we then checked using the Flux [64] refinement
type checker. Unlike the Wasmtime team, we did not make
assumptions about the allocator’s interface: We verified the
memory allocator’s correctness by specifying its types under
a stronger attacker model — that the allocator is called with a
potentially unaligned, unsafe, or otherwise incorrect inputs
(and state). This ensures the allocator is defensive and can
be updated without introducing new security bugs 4.

In total, we verified 133 lines of Rust using 34 lines of Flux
annotations, and a 15 line Z3 proof for bitwise arithmetic
that could not be checked in Flux. Our proof shows that
address space isolation holds regardless of parameters passed
to the ColorGuard-sandbox allocator API, assuming that
the program respects Rust semantics. The proof required
roughly two weeks for an experienced Flux and Z3 user and
is checked in under a second.
Our verification effort confirmed the Wasmtime teams

worries: we found one bug in the implementation and four
new preconditions (Table 1, Invariants 7-10) that the allocator
must satisfy for it to behave correctly (to specification).
The bug consisted of a saturating addition that should

have been a checked addition: if the addition ever actually
saturated, it would break the invariants in Table 1.

Of the missing preconditions, three are constraints on the
alignment of inputs, one is a requirement that the result
size is smaller than the total size of the allocation. While

4The allocator code does not change very often, so we do not plan to
upstream the proof to avoid new dependencies on Wasmtime.
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Figure 3. Segue on Wasm: SPEC CPU 2006 on Wasm2c
normalized to native code performance. Segue reduces the ge-
omean by 8.3%, eliminating 44.7% of Wasm’s overheads.

Wasmtime doesn’t call the allocator with such unsafe values
today, code that leaves defensive checks implicit typically
end up being the source of security bugs— and indeed bugs
in the allocator could be abused to break isolation.

The fix itself is straightforward, consisting of a few extra
checks in the allocator; we are currently working to upstream
these to ensure the runtime is formally guaranteed to enforce
these invariants going forward.

6 Evaluation
We evaluated Segue and ColorGuard in the upstreamWAMR
(v1.3.2) and Wasmtime (main branch, Feb 8th 2024) respec-
tively, and our fork of Wasm2c. Benchmarks are run on
a desktop class Intel RaptorLake i9-13900KS (5.4 GHz, max
6GHz), on a performance core, with 128 GB of RAM, running
Ubuntu 22.04.3 LTS, with hyper-threading disabled. Bench-
marks are pinned to a single isolated CPUwhose frequency is
fixed at 2.2GHz. Unless otherwise noted, all reported bench-
marks have a standard deviation of less than 1%.

6.1 Segue on Wasm2c
We evaluated Segue’s impact on performance and binary
size in Wasm2c with:
▶ SPEC CPU 2006: We choose SPEC CPU 2006 over SPEC

CPU 2017 as its memory requirements often exceedWasm
4GB limit. We also excluded several benchmarks that were
not Wasm compatible (following Narayan et. al [73]).

▶ Firefox’s font rendering: uses a font rendering library,
libgraphite [41], that is sandboxed using Wasm to en-
sure that any memory-safety errors are contained. To mea-
sure performance, we recorded the time taken to reflow
text on a webpage ten times with different font sizes and
report the median. As Firefox uses separate invocations to
render each letter/glyph on the webpage, this benchmark
also captures the cost of setting the segment base prior to
each invocation of a Wasm-sandboxed library.

▶ Firefox’s XMLparsing: also uses a library, libexpat [65],
that is sandboxed using Wasm. To measure XML parsing

Wasm2c Wasm2c with Segue Size reduction

bzip2 484 KB 448 KB 7.4%
mcf 396 KB 384 KB 3.0%
milc 780 KB 692 KB 11.3%
namd 1036 KB 948 KB 8.5%
gobmk 4692 KB 4444 KB 5.3%
sjeng 652 KB 616 KB 5.5%

libquantum 468 KB 448 KB 4.3%
h264ref 1600 KB 1404 KB 12.3%
lbm 396 KB 388 KB 2%
astar 568 KB 532 KB 6.3%

Table 2. Compiled binary sizes of the SPEC benchmarks
comparing stockWasm andWasmwith Segue in theWasm2c
compiler. Segue decreases binary size by a median of 5.9%.

performance, we repeat the benchmark used to evalu-
ate the performance of libexpat when it was first sand-
boxed [14]. We use Firefox’s built-in profiler to measure
the load time of an SVG image (which is defined using
XML) from a large website, Google Docs. The SVG con-
tains the toolbar icons used by Google docs, and is concate-
nated 10 times to amplify the benchmark and reduce noise.
We measure this cost 10 times and report the median.

Analysis. Segue offers marked speedups over the default
compilation. Segue eliminates 44.7% of Wasm’s geomean
overheads in SPEC CPU 2006. Although not shown, it can
also be applied to optimizing Wasm engines that use explicit
bounds checks; here it eliminates 25.2% of the overheads.
This matters because Wasm engines today rely on explicit
bounds checks to support 64-bit Wasmmemories [3, 24], that
cannot leverage guard regions.

Segue also offers median reduction in binary size of 5.9%
and amax reduction of 12.3% for SPECCPU 2006, this follows
from the fact that Segue reduces the number of instructions
for memory access by half (§3.1).

For Firefox’s font rendering, unsandboxed font rendering
takes 264ms. Sandboxed font rendering takes 356mswithout
Segue, and 287 ms with Segue. Thus, Segue eliminates 75%
of the overheads of sandboxed font rendering.
For Firefox’s XML parsing, unsandboxed XML parsing

takes 331 ms. Sandboxed XML parsing takes 381 ms without
Segue, and 347 ms with Segue. Thus, Segue eliminates 68%
of the overheads of sandboxed XML parsing.
Outliers. We observe a couple of outliers. First, we see
429_mcf runs faster in Wasm than native; this is not en-
tirely surprising— since Wasm pointers are 32-bit offsets
rather than native 64-bit pointers, Wasm can act as cache
optimization [89, 111] in certain programs.

Next, we see that 473_astar is slightly slower with Segue.
We believe this is due to the increased size of memory in-
structions when using the %gs prefix. While Segue generates
smaller code overall, this may not hold true for the few in-
structions in the tight inner loop of some benchmarks. If this
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Figure 4. Sightglass performance on WAMR normalized to
native code performance when Segue is used for (1) loads and
stores, (2) loads only. Most differences are in the noise due to
the small size of benchmarks. Segue shows some slowdowns
due to engineering gaps in vectorization optimizations (§4.2),
however, this is not fundamental. Segue for loads does not
exhibit slowdowns.

expanded instruction size (and resulting instruction cache
degradation) is not balanced by Segue’s other performance
benefits, the result is some performance overhead. To avoid
these overheads, one could modify the compiler to choose
between the Segue approach and an explicit base addition
using a cost function. We leave this to future work.

6.2 Segue on WAMR
To evaluate WAMR’s (limited) version of Segue, we used the
benchmarks used by WAMR developers: PolybenchC [66],
Dhrystone [106], and Sightglass [15]. We run these using the
existing benchmarking scripts in the WAMR repo to ensure
our evaluation is consistent with upstream practices.
PolybenchC contains applications from domains such as

linear algebra, image processing, physics simulation, etc.
Dhrystone is primarily tailored to estimating CPU perfor-
mance, and is also used to test compiler optimizations. Sight-
glass was developed by the Bytecode Alliance (which devel-
ops tools for Wasm) and consists of common cryptographic
and mathematical benchmarks, micro-benchmarks that test
primitives like memmove, switch statements etc. Sightglass
in particular includes benchmarks referenced in §4.2 that
sometimes showed slowdowns.
Analysis.We compiled our benchmarks with Clang-17.0.6
for native code and WAMR for Wasm. Similar to §6.1, a few
benchmarks in PolybenchC are faster inWasm than in native
resulting in a Geomean speedup of 6% for Wasm over native.
Segue further improves WAMR’s performance resulting

in a Geomean 10% faster than native. Dhrystone similarly
runs faster in Wasm than native, improving performance by
9.7% over native. Segue improves this to further to 28.2% over
native. For Sightglass (Figure 4), the performance changes in
most of these benchmarks are in the noise due to their small
size; however, the performance of two benchmarks memmove
and sieve get slower by 35.6% and 48.7% respectively with
Segue; we discuss this next.
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Figure 5. Segue on LFI: SPEC CPU 2017 on LFI normalized
to native code performance. Segue reduces the geomean by 8%,
eliminating 46% of LFI’s overheads.

Outliers. As discussed in Section 4.2, Segue can sometimes
interact poorly withWAMR’s custom optimization passes. In
this case, Segue results in the optimization pass not recogniz-
ing memory operations that could be vectorized, thus result-
ing in slower performance. WAMR’s optimization pass can,
in principle, be modified to recognize Segue to restore per-
formance, although there may be practical engineering chal-
lenges to this (§4.2). We also found that employing WAMR’s
ability to tune Segue to apply only to loads eliminates these
slowdowns; while not a perfect solution, this gives devel-
opers a way to use Segue selectively depending on their
workload. Finally, we note that slowdown in benchmarks
like memmove are unlikely to have a large impact on typical
Wasm programs, as most programs use the memory manip-
ulation functions in the C standard library— functions that
directly use Wasm’s vectorized bulk memory operations [4]

6.3 Segue on LFI
We evaluate the benefit of Segue for LFI on the SPEC CPU
2017 benchmark suite [13], using the same 14-benchmark
subset as prior LFI work [109]: all SPECrate benchmarks
that use only C/C++ and are compatible with musl-libc. We
use GCC 13.2.0 with LTO enabled. The results are shown in
Figure 5. Without Segue, the baseline SFI approach incurs a
geomean overhead of 17.4% compared to native code. With
Segue, this overhead is reduced to 9.4%, eliminating 46%
of LFI’s overhead. Interestingly, Segue offers remarkably
consistent performance improvements across our Wasm2c
and LFI benchmarks, even though the two rely on different
SFI schemes, compilers, and different versions of SPEC.

6.4 ColorGuard on Wasmtime
We used a microbenchmarks and synthetic FaaS workloads
to measure ColorGuard’s overheads and scaling benefits.

6.4.1 Transition microbenchmark. When transitioning
(context switching) in and out of Wasm instances (on in-
voking the WASI [103] API, switching between Wasm in-
stances, etc.), transition code does a variety of tasks that
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Figure 6. Multiprocess Scaling vs. ColorGuard: Results
from simulated FaaS workload on a single core. As the number
of processes required to scale increases, ColorGuard offers more
speedup, with a maximum of ≈ 29%.

can include switch stacks, set exception handlers, adjust-
ing for Wasm’s ABI, etc. With ColorGuard, an additional
instruction is added to switch MPK domains. We measured
the impact of this added cost on different transitions [17]
with 10 repetitions and report results below. On average,
Wasmtime’s per-transition cost increases from 30.34 ns to
51.52 ns, a roughly 20ns (44 cycle) increase. As transitions
in Wasmtime are relatively infrequent, and are often used
for expensive actions such as system calls, this added cost is
generally amortized, as we see on our macrobenchmark.

6.4.2 Scaling microbenchmark. To begin, we exercised
Wasmtime’s scaling with a simple example program that
instantiatesWasmtime’s pool allocator (§5) with 408MB slots
(linear memories). Without ColorGuard, we were able to to
create 14,582 memory slots, and with and with ColorGuard,
we could allocate 218,716, an increase of ≈ 15×.

6.4.3 ColorGuard Scaling vs. Multi-Process. To evalu-
ate the benefits of ColorGuard vs. using multiple processes
for scaling, we assembled a set of benchmarks typical of FaaS
edge environments [18, 32]—HTML templating, hash-based
load balancing, and regular expression filtering of URLs.

To reduce noise, and only measure the compute and sched-
uling overheads, we built a simulated FaaS on Tokio [97],
the async runtime used in common high performance Rust
web services that leverage Wasmtime. We used Wasmtime’s
epoch_interruption preemptionmechanism to preemptwork-
loads at a frequency (epoch) of 1 millisecond, similar to other
research [36] and production [27] systems.

Our simulation framework spins up NWasm instances at
each epoch (to simulate handling N incoming http requests),
where N is configurable. The instance runs an associated
workload involving IO and returns the result from the work-
load. To simulate the cost of IO, we introduce a delay at the
beginning of workloads that we describe below. During this
delay, Tokio is free to schedule other Wasm instances, how-
ever Wasmtime will not relinquish the memory of anyWasm
instance until its workload is complete. The value of the de-
lay is drawn from a Poisson distribution at 5ms; to model
typical network request patterns seen in servers [88, 92].

Using this framework, we sought to measure how effi-
ciently ColorGuard and multiprocess scaling strategies han-
dled the same load on one core (all processes were pinned
to one core). For our multiprocess strategy, we increase the
number of running processes so we can handle the same
number of incoming requests as ColorGuard, i.e., we run 15
processes. We then measure the overhead of handling the
same number of concurrent requests with each strategy.
Analysis. Figure 6 shows the percent difference in through-
put of ColorGuard relative to multiprocess scaling for our
three workloads. We see that as the number of processes
required to scale increases, ColorGuard provides proportion-
ally greater throughput, offering up to ≈ 29% more through-
put vs. multiple processes with a standard deviation of under
3%. As all our workloads are I/O bound, they were able to
scale up to 256K concurrent instances. As our simulation
keeps I/O latencies uniform, our scaling results are relatively
similar across workloads.

To explain the difference in throughput, we looked at two
performance metrics: number of context switches and num-
ber of dTLB misses. Figure 7a shows the number of context
switches when using ColorGuard vs. process scaling. For Col-
orGuard, the rate of context switching stays consistent, while
the rate of context switches for process scaling increases as
we increase the number of processes. This makes sense: as we
use more processes they compete for CPU time which causes
more context switches and reduces throughput. Figure 7b
show the number of dTLB misses when using ColorGuard vs.
process scaling. Similar to the case with context switching,
as we add more processes, resource contention increases,
leading to more dTLB misses and lower throughput.

7 ColorGuard on ARM
At present, MPK on Intel and AMD is the only widely avail-
able hardware support for page coloring, while ARMv9 plans
to offer similar support through its permission overlay ex-
tension (POE) [9]. We were unable to evaluate ColorGuard
using POE, however, as current hardware and emulators do
not support POE yet. We do expect that ColorGuard will
work with POE with minor changes, as it is exposed through
the same Linux system call interface as MPK [40, 68].

ARMv9 also offers a granular coloring of 16-byte memory
chunks via its memory tagging extensions (MTE) [7] (mem-
ory tagging support is being considered for RISC-V [87]).
To explore the viability of ColorGuard-MTE, we prototyped
it on a Google Pixel Pro 8 phone, one of the few devices
that currently supports MTE. Notably, we found that the
available system call support for MTE imposes significant
performance penalties — penalties that can be easily avoided.
MTE and ColorGuard. MTE allows applications to tag
(color) 16-byte “granules” of memory. These tags are stored
in dedicated memory, and can only be updated throughMTE-
specific instructions. Once memory is tagged, every pointer
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(a) Context Switches: Multiprocess Scaling vs. ColorGuard:
As the number of processes required to scale increases, ColorGuard
context switches at a constant rate, while the rate of context switching
for process scaling increases with each additional process.
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(b) dTLB misses: Multiprocess Scaling vs. ColorGuard: As the
number of processes increases, resource contention (and therefore dTLB
misses) increases faster for process scaling than ColorGuard.

accessing tagged memory must have its’ top bits— bits 63
to 60— set to the same tag as the memory being accessed; if
these tags don’t match, the processor will trap.

At a high level, ColorGuard-MTE is similar to ColorGuard-
MPK: each linear memory is tagged with one color to create a
striping pattern (Figure 2); the top bits of a pointer accessing
a linear memory are set by the Wasm compiler to ensure
the correct tag. By definition, Wasm compilers don’t allow
programs to use instructions that could modify tags, which
guarantees safety of ColorGuard-MTE. In our prototype, we
observed two significant sources of performance penalties,
and also identified straightforward fixes.

Observation 1: System calls are required for efficient
bulk memory tagging. Our Wasm allocator must stripe all
linear memories with the appropriate colors during initializa-
tion. Unfortunately, doing this with user-level instructions is
very slow as MTE allows us to change at most two granules
(32 bytes) at a time [7]. MTE’s bulk tagging instructions are
restricted to kernel code. We tested an example initializing
forty 64K linear memories. Without MTE this takes 79 𝜇s per
instance, with MTE this takes 2,182 𝜇s. OS support for ac-
cessing bulk tagging instructions could potentially mitigate
this, and would be a next option to evaluate.

Observation 2: System calls to recycle memory discard
tags.Wasm engines such asWasmtime deallocate aWasm in-
stance’smemory using the madvise(MADV_DONTNEED) syscall
after it finishes executing. This zeros the memory, but does
not remove the mapping, allowing Wasmtime to reuse this
mapping for a new instance. Notably with MPK, these per-
page colors remain unchanged, meaning the allocator doesn’t
need to re-stripe memory. In contrast, with MTE, this syscall
automatically discards any MTE tags. This is doubly painful:
first, the allocator must retag memory for each instance (a
slow process per Observation 1); next, this also slows de-
allocation as tags are cleared— deallocating the forty Wasm

instances that we setup earlier goes from 29 𝜇s per instance
without MTE, to 377 𝜇s per instance with MTE. Other efforts
using MTE for memory safety have also noted that avoiding
tag discarding is important for performance [39]. Adding a
flag to madvise that leaves tags invariant, similar to MPK,
would alleviate this cost.

8 Related Work
Wahbe’s original system [101], and subsequent work [34,
43, 70, 86, 93, 111] report performance overheads from 20%
and 30% or more for SFI. Consequently, reducing these over-
heads through static analysis [84, 112], different guard page
schemes [86, 101, 110] and more efficient control flow in-
tegrity [70] have been explored. To the best of our knowl-
edge, Segue offers the largest reduction of SFI overheads on
x86-64 in the last two decades.

Segmentation and SFI. x86-64 segmentation can be used to
efficiently address separate memory regions. While thread-
local-storage (TLS) [50, 58] is the most prominent example,
security frameworks [54, 56] have also used this to efficiently
address runtime metadata stored by these frameworks in
a shadow memory. With Segue, we observe that segment-
based addressing is particularly beneficial for SFI, as every
heap access can be optimized.

As noted (§3.1), x86-32’s segmentation support was used
in multiple production [110] and research [34, 60] SFI sys-
tems. With Segue, we see that even the small vestiges of
segmentation in x86-64 can still benefit SFI systems such as
Wasm [43], NaCl [86], LFI [109], etc.

MPK-based isolation. Various research systems have ex-
plored using MPK for general in-process isolation [10, 45, 59,
82, 98, 99]. While performant, these systems have trouble
scaling because MPK only supports 16 keys (i.e., 16 concur-
rent sandboxes). Scaling beyond this requires falling back
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to prohibitively expensive approaches such as page permis-
sions [76] or virtualization [42]. Separately, MPK has also
been used by security frameworks that rely on creating just
a single isolated domain [54]. In contrast, ColorGuard is the
first system to illustrate how MPK can improve scaling, by
combining MPK with classic SFI techniques.
Multiple works [19, 82, 99] have explored the security

challenges MPK-based isolation systems face in restricting
unsafe instructions and system calls. However, these are not
an issue for Wasm sandboxes, as explained in §3.2.

Reducing register pressure in SFI compilers. Wahbe et
al.’s SFI [101] on MIPS and Alpha machines reserved four
and five general-purpose registers (GPRs) respectively (out
of the available 32), which alone resulted in overheads of
up to 7%. Subsequent SFI schemes [70, 86, 93], reduced this
to one reserved GPR on x86-64. However, since x86-64 only
has 16 GPRs, this still induces register pressure [74]. Segue
takes the final step on x86 by eliminating reserved GPRs.
While Intel’s APX [107] proposes expanding the total GPRs
on future CPUs [107], Segue benefits SFI on existing CPUs.
That said, a majority of Segue’s benefits come from reducing
instruction count, thus even with APX, Segue will still be an
important optimization.

Reducing guard regions in SFI. Wahbe et al. [101] used
guard regions to protect the stack, and observed that heap
guard regions could be used as a memory-performance trade-
off— increase the number of guard regions to elide more
runtime SFI checks and achieve better performance. NaCl’s
x86-64 implementation [86] adopted this approach and used
40GB guard regions to optimize performance; but this limited
scaling to a maximum of 2,979 sandboxes before exhausting
the address space. Wasm [43], in contrast, adopted a 4GB
guard region, allowing a maximum of 16,384 sandboxes. As
noted in §5, the Wasmtime [16] compiler optimized this fur-
ther; it reduced guard regions by a factor of 2 by combining
2GB guard regions, with either signed address calculation
or select bounds checks. ColorGuard takes this still further,
reducing this guard page usage by a factor of 15 by leverag-
ing MPK. This approach can be employed in any SFI scheme
that relies on guard regions, such as Wasm [43] or NaCl [86].

Other approaches to in-process isolation. In-process
isolation systems based on various hardware features in-
cluding Intel Memory Protection Extensions (MPX) [61],
CET [108], SMAP [102] x86 protection rings [63], virtualiza-
tion [11, 38, 45], and ARM’s memory domains [113] have
been explored. However, such approaches come with con-
straints that have limited their impact on SFI. MPX’s over-
heads are comparable to software implementations [61]; CET
and SMAP is restricted to 1 isolated domain [108]; SMAP,
ring, virtualization, and Memory Domains incur expensive
context switches due to ring/privilege switches [9, 50] and
require in-kernel support. In contrast, Segue and ColorGuard

offer practical benefits to existing SFI systems and are de-
ployed today. A detailed history of in-process isolation is
covered by Tan [93].
Larger virtual address spaces. Newer chips may support
address spaces larger than 48-bits which can be used to im-
prove the scalability of SFI. However, the use of larger address
spaces come with extra challenges that nevertheless make
ColorGuard a preferable solution in many settings.
For instance, some high-end x86-64 server-class proces-

sors can be configured to use 57-bit address spaces. However,
this requires moving from 4-level to 5-level page tables [47],
increasing the cost of a TLB miss by 25%; TLB misses are
already significant source of overhead in high-performance
Wasm-FaaS platforms as they constantly map and unmap
Wasm-heaps. RISC-V’s optional sv57 extension [80] similarly
offers 57-bit addresses with similar limitations.
On ARM, an optional extension called Large Virtual Ad-

dressing (LVA [9]) offers 52-bits virtual addresses. However,
LVA increases the minimum page size to 64k in order to sup-
port this with 4-level page tables. Thus, it increases memory
waste due to internal fragmentation, and also impacts com-
patibility. For example, mmap(MAP_FIXED) is not guaranteed
to work if an allocation is not page aligned.
Custom CPU extensions.Multiple processor extensions
have been proposed to support in-process isolation [12, 74,
83, 105]. Some offer the same benefits as our optimizations—
for instance, HFI [74] eliminates the base-addition in SFI
tools, and multiple proposals [12, 74, 83, 105] eliminate guard
regions. However, Segue andColorGuard allow SFI toolchains
to offer these benefits on existing CPUs.

9 Conclusion
In the last few years,Wasm hasmade SFI a critical technology
for the internet. However, SFI’s performance and scaling
constraints impact existing users, and create a barrier to
even greater adoption.

Segue uses x86-64 segmentation to bring the cost of SFI in-
strumented memory operations down to a single instruction
(the same as non-Wasm, non-SFI code), often eliminating
well over half of SFI’s overhead.

ColorGuard uses memory coloring hardware (e.g, MPK) to
allow Wasm instances to be packed up to 15× more densely,
enabling large scale concurrency with the performance and
simplicity benefits of running in a single address space.
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